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Abstract: In the recent years the rapid growth has been observed in the field of information retrieval, a user generally needs to interact with the retrieval system many times to get satisfactory results for one information need, which offers good opening for the retrieval system to dynamically take part in this iterative retrieval method. Most traditional retrieval systems just passively respond to user queries and put the responsibility to refine the search exclusively on the user. But there has been evidence showing that a retrieval method can provide better results in this process. To find relevant document from heterogeneous databases in efficient and effective manner is the major issue now a days. There are number of techniques available to solve this issue. In this paper, we have proposed an approach to improve the performance in finding the relevant document from heterogeneous databases. Here we considered two major things, one retrieval based on text mining and the query expansion based on the users feedback. The aim is to find the relevant document from the most relevant query terms, refining the query terms by introducing the users feedback in it. Our proposed architecture, algorithms and experimental results provides evidence towards significantly improvements in the precision and recall.
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1. Introduction

With the rapid growth of the computer technology in the recent years, digital information has been explosively increased. This tendency is especially amazing on the Web. Since the availability of the information increases, the requirement for finding more appropriate information on the web is growing day by day[1]. Peoples are relying more and more on the Web for their diverse needs of information. Now in this circumstances the role of search engine technology plays an important role to guide the users and employ such an enormously important resource. Despite the fact that keywords are not always good descriptors of contents, most existing search engines still rely solely on keyword-matching to determine the answers. Users usually describe their information needs by a few keywords in their queries, which are likely to be different from those index terms of the documents on the Web[1]. A query expansion method based on global analysis usually builds a thesaurus to assist users reformulating their queries. A thesaurus can be automatically established by analyzing relationships among documents and statistics of term co-occurrences in the documents. From the thesaurus constructed in this way, one will be able to obtain synonyms or related terms given a user query. Thus, these related terms can be used for supplementing users’ original queries[1].

Information extraction is a subfield of natural language processing that seeks to obtain structured information from unstructured text. Information extraction can be used to automate the tedious and error prone process of collecting facts from the Web. Open Information extraction is a relation-independent form of Information extraction that scales well to large corpuses. Unfortunately, extraction engines, like search engines, intermix relevant information with irrelevant information. This problem is exacerbated in Information extraction systems because they use heuristic methods to extract phrases that are meant to denote entities and relationships.

A heterogeneous database system is an automated system for the integration of heterogeneous, dissimilar database management systems to present a user with a single, unified query interface. Heterogeneous database systems are computational models and software implementations that provide heterogeneous database integration. To efficiently retrieve information from heterogeneous and distributed data sources has become one of the top priorities for everyone. Information from these sources needs to be integrated into one single system such
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that the user can retrieve the desired information through the integrated system by a single query.

There are several requirements that a heterogeneous management system should satisfy. Firstly, it should be able to accommodate systems which may or may not provide certain types of functionality required for them to operate properly in a concurrent heterogeneous environment. For example, a heterogeneous transaction management system may require some local concurrency mechanism with which to communicate in each autonomous system. Any autonomous system missing this functionality would have to be extended with a concurrency control mechanism of its own to be able to communicate with the heterogeneous manager. Such characteristic of heterogeneous environments requires integration processes that will help enlarge each autonomous system with the functionality that it may need.

Secondly, a heterogeneous management system must be able to integrate systems that provide incompatible implementations for the functionality that they do provide. A lack of information about variations in the internal implementation of closed architecture systems can delay this process and can make it difficult to design a heterogeneous manager which operates optimally. This characteristic of heterogeneous environments requires open, extensible architectures in which integrating processes can truly manage the heterogeneity of dissimilar implementations.

And finally, a heterogeneous management system must be adequate and flexible in order to accommodate requirements placed on it by end-user applications, and the autonomous configuration systems that it integrates.

A challenge here is that while people can identify what is interesting to them, it is less clear how computers can do this algorithmically. We could implement several theories of interestingness from psychology such as complexity, novelty, uncertainty, and conflict, but it is unclear which, if any, is best. The most accurate method would be if we could have people go through and specify which of the extracted assertions are of interest.[3] Relevance feedback is normally used for query expansion during short-term modeling of a user’s immediate information need and for user profiling during long-term modeling of a user’s persistent interests and preferences. Conventionally relevance feedback methods require that users explicitly give feedback by, for example, specifying keywords, selecting and marking documents, or answering questions about their interests[7]. Such relevance feedback methods force users to make busy in additional activities instead their normal searching process. Since the cost to the user is high and the benefits are not always clear, it can be difficult to find the necessary data and the effectiveness of explicit techniques can be restricted[7].

When responding to queries, the goal of an information retrieval system – ranging from web search, to desktop search, to call center support – is to return the results that maximize user utility. So, how can a retrieval system learn to provide results that maximize utility?

The conventional approach is to optimize a proxy measure that is hoped to correlate with utility. A wide range of measures has been proposed to this effect, but all have similar problems. Most obviously, they require expensive manual relevance judgments that ignore the identity of the user and the user’s context. This makes it unclear whether maximization of a proxy-measure truly optimizes the search experience for the user.[8]

As a consequence, in many cases, the documents returned by search engines are not relevant to the user information need. This raises a fundamental problem of term mismatch in information retrieval, which is also one of the key factors that affect the precision of the search engines.

Very short queries submitted to search engines on the Web amplify this problem: Many important words or terms may be missing from the queries. To solve this problem, researchers have investigated the utilization of query expansion techniques to help users formulate better queries. Query expansion involves supplementing the original query with additional words and phrases. There are two key aspects in any query expansion technique: the source from which expansion terms are selected and the method to weight and integrate expansion terms. [9]

A system can help with query refinement, either fully automatically or with the user in the loop. The methods for tackling this problem split into two major classes: global methods and local methods. Global methods are techniques for expanding or reformulating query terms independent of the query and results returned from it, so that changes in the query phrasing will cause the new query to match other semantically similar terms. Global methods include:
• Query expansion/reformulation with a glossary etc.
• Query expansion via automatic glossary generation
• Techniques like spelling correction

Local methods adjust a query relative to the documents that initially appear to match the query. The basic methods are:
• Relevance feedback
• Pseudo relevance feedback, also known as Blind relevance feedback
• (Global) indirect relevance feedback

The idea of relevance feedback is to involve the user in the retrieval process so as to improve the final result set. In particular, the user gives feedback on the relevance of documents in an initial set of results.

The success of relevance feedback depends on certain assumptions. Firstly, the user has to have sufficient knowledge to be able to make an initial query which is at least somewhere close to the documents they needed. This is required anyhow for successful information retrieval in the basic case, but it is important to see the kinds of problems that relevance feedback cannot solve alone. Cases where relevance feedback alone is not sufficient include:
• Misspellings. If the user spells a term in a different way to the way it is spelled in any document in the collection, then relevance feedback is unlikely to be effective. This can be addressed by the spelling correction techniques.
• Cross-language information retrieval. Documents in another language are not nearby in a vector space based on term distribution. Rather, documents in the same language cluster more closely together.
• Mismatch of searcher’s vocabulary versus collection vocabulary. If the user searches for laptop but all the documents use the term notebook computer, then the query will fail, and relevance feedback is again most likely ineffective.

Secondly, the relevance feedback approach requires relevant documents to be similar to each other. That is, they should cluster. Ideally, the term distribution in all relevant documents will be similar to that in the documents marked by the users, while the term distribution in all non-relevant documents will be different from those in relevant documents. Things will work well if all relevant documents are tightly clustered around a single prototype, or, at least, if there are different prototypes, if the relevant documents have significant vocabulary overlap, while similarities between relevant and non-relevant documents are small. Implicitly, the Rocchio relevance feedback model treats relevant documents as a single cluster, which it models via the centroid of the cluster. This approach does not work as well if the relevant documents are a multimodal class, that is, they consist of several clusters of documents within the vector space.[10]

2. Literature Review

Hang Cui et al.[1] have suggested a new query expansion method based on user logs which record user interactions with the search systems. User logs are exploited so as to extract implicit relevance judgments they encode. In this approach, we assume that the documents that the user choose to read are “relevant documents.” The log-based query expansion overcomes several difficulties of local analysis because we can extract a large number of user judgments from user logs, while eliminating the step of collecting feedbacks from users for ad hoc queries. Probabilistic correlations between terms in the user queries and the documents can then be established through user logs. With these term-term correlations, relevant expansion terms can be selected from the documents for a query. They shows that mining user logs is extremely useful for improving retrieval effectiveness, especially for very short queries on the Web.

Thomas Lin, Oren Etzioni, James Fogarty [3] have investigated that Large repositories of knowledge can enable more powerful AI systems. Information Extraction (IE) is one approach to building knowledge repositories by extracting knowledge from text. Open IE systems like TextRunner [Banko et al., 2007] are able to extract hundreds of millions of assertions from Web text. However, because of imperfections in extraction technology and the noisy nature of Web text, IE systems return a mix of both useful, informative facts (e.g., "the FDA banned ephedra") and less informative statements (e.g., "the FDA banned products").

They investigates using user-contributed knowledge from Wikipedia and from TextRunner website visitors to train classifiers that automatically filter extracted assertions. In a study of human ratings of the interestingness of TextRunner assertions, they show that their approach substantially enhances the quality of results and the relevance feedback filter raises the fraction of interesting results in the top thirty from 41.6% to 64.1%.
Hang Cui, Ji-Rong Wen, Jian-Yun Nie, and Wei-Ying Ma [9] have suggested that the proliferation of the World Wide Web prompts the wide application of search engines. However, short queries and the incompatibility between the terms in user queries and documents strongly affect the performance of the existing search engines. Many automatic query expansion techniques have been proposed, which can solve the short query and the term mismatching problem to some extent. However, they do not take advantage of the user logs available in various Web sites, and use them as a means for query expansion.

Here they presented a novel method for automatic query expansion based on user logs. This method aims first to establish correlations between query terms and document terms by exploiting the user logs. These relationships are then used for query expansion, they have shown that this is an effective way to narrow the gap between the query space and the document space. For new queries, high-quality expansion terms can be selected from the document space on the basis of the extracted correlations.

They have tested this method on a dataset that is similar to the real Web environment. A series of experiments conducted on both long queries and short queries showed that the log-based query expansion method can achieve substantial improvements in performance. It also outperforms local context analysis, which is one of the most effective query expansion methods in the past. Their experiments also show that query expansion is more effective for short queries than for long queries.

Djoerd Hiemstra, Stephen Robertson[12] have suggested that Relevance feedback in full text information retrieval inputs the user’s judgments on previously retrieved documents to construct a personalized query. These algorithms utilize the distribution of terms over relevant and irrelevant documents to re-estimate the query term weights, resulting in an improved user query. Relevance feedback is especially helpful in applications where users have a long-lasting information need, with plenty of opportunity to give feedback to the system, for instance in adaptive filtering systems. They have introduces new relevance feedback algorithms for both probabilistic approaches to information retrieval mentioned above: the language models and the binary independence model. It introduces a new relevance feedback algorithm for language model-based information retrieval systems by utilizing the expectation maximization (EM-) algorithm. The new relevance feedback algorithm for the binary independence model is a generalization of the traditional Robertson/Sparck-Jones relevance weight. It calculates the expected weight over the ranked list of documents retrieved by a single term query. They argue that the traditional Robertson/Sparck-Jones relevance weight is not appropriate for best match versions of the model, like for instance the BM25 algorithm.

They have also commented that why simple approaches to relevance feedback are inappropriate for best match retrieval algorithms. However, they were unable to show that the well-motivated algorithms perform significantly better than the simple algorithms. Apparently, the simple algorithms approximate the well motivated algorithms well enough to be realistic in real retrieval settings.

3. Proposed Methodology and Architecture

3.1 Retrieval Model

The word indexing based Information Retrieval may be better ranking than the character indexing based Information Retrieval, so to accomplish better performance rather than the character indexing based Information Retrieval. Some relevant documents does not contains segmented words in the query terms, hence it could not be retrieved, due to this the progress in the retrieval is inadequate.

![Figure 1: Proposed Information Retrieval System](https://example.com/figure1.png)

In our proposed system user sends the query to the query engine then query engine interact with the basic IR system and gathers the data from databases as well as from unstructured documents, after processing it ranks the document on the basis of the following ranking model to calculate the
ranking value of a retrieved document to determine the top $R$ relevant documents –

$$doc_r = q t \sum_{n=1}^{q} df_n^c \times invdf_n^c$$

Here, $q$ is the number of query terms, $qt$ is the number of various query terms that appear in the document as character sequence. $df_n^c$ is the frequency of the $n^{th}$ term in the document and $invdf_n^c$ is the inverse document frequency of the $n^{th}$ term in the collection. The above equation can make sure of two things: (a) the more distinct query terms are matched in a document, the higher the rank of the document. For example, a document that contains six distinct query terms will almost always have higher rank than a document that contains five distinct query terms, regardless of the query terms frequency in the document. (b) when documents contain a similar number of distinct terms, the score of a document will be determined by the sum of query terms $df$-$invdf$ value, as in traditional information retrieval.

3.2 Architecture

In our proposed architecture when user sends the query to the system the query interact with different sources, prepared documents accordingly and ready to use for first phase, then extract the relevant document by applying similarity factor and ranked the documents after this phase user received highly ranked documents which fulfil the requirement of the users need. If it does not found suitable according to the users requirement then in this system we have proposed user feedback process by which user can provide his/her feedback and again query interact with the IR system, based on the query expansion the process goes for second phase of retrieval of documents and finally the user receives the extracted results as per their requirement.

![Figure 2: Architecture for retrieving the database and document from heterogeneous databases](image)

3.3 Proposed Algorithm

We want to select those documents from number of sources, which satisfy our query 'q'. The Basic idea of this algorithm is that we examine different type of data sources in the order Source$_1$, Source$_2$, Source$_3$, Source$_4$, Source$_5$,..., Source$_N$, until we get the Sources which contain the query ‘q’. This algorithm works as follows -

**Algorithm-HAT**

1. Search preparation
   a. Index the sources document selected
   b. Merging the heterogenous Databases

2. Input the user query "q$_1$"

3. Examine each source with its documents accumulated in it. If any document of source
contains the query at least one time then we select that Data Source.

4. If not all the documents of source contain the query then that database will not be selected.

5. We select only those documents from each source in which the query ‘q1’ occurs at least one time.

6. (a) Calculate the similarity factor based on
\[ siml(a,b) = \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{k} \text{Sim}(a_i, b_j) \]

(b) Calculate the ranking value based on
\[ docr = q^t \sum_{n=1}^{q} \frac{df_n c}{n} X \text{invdf}_n c \]

7. Sort the resulted document using similarity factor and ranking value.

8. Select ‘n’ ranked document who have highest similarity factor.

9. Extract the features based on index term selection

10. Display features to user extracted from each document

11. User modify/rewrite his/her query according to features selected

12. Repeat the procedure from step3 to step8

13. Display final result.

3.4 Sequence diagram

The interaction between the components of our proposed system based on the above algorithm is represented in figure 3. The interaction are usually carried out sequentially within the components. Moreover, The sequence diagram in figure 3 shows the behavior of the proposed system from the process when the user places a query of information till the final result is returned to the user.

4. Experimental Result

We have design a software which contains about 10,000 documents, we also design two indexing tables, one contain indexes of all characters exist in the documents and another contains all the words. In this we pose thirty queries and each query contains simple description which consist of one or more terms. We use the average precision and recall of the top 10,15,20,30 and 100 retrieved documents to evaluate the performance of the proposed algorithm-HAT with other techniques like - character based model
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without query expansion denoted by C and the word-character based model without query expansion denoted as W-C, it is found that the performance is improved slightly from the character based model to the word-character based model, the precision is improved by 0.3% on average from 29.8% to 30.1% and the recall is improved by 0.1% on average from 33.4% to 33.5% but while we applied our proposed HAT-algorithm then we found that first phase result is equivalent to W-C model as shown in table 1.

![Table 1: Result obtained by HAT Algorithm in 1st Phase](image)

Now applying Algorithm-HAT for the second phase i.e. after the step 4 to step 13., compared this with the popularly known standard query expansion method Rocchio QE(R) and text mining based query expansion QE(TM). It is observed that the text mining based query expansion QE(TM) have achieved a little more improvement in comparison to Rocchio standard query expansion QE(R), the precision is improved by 1.4% on average from 32.5% to 36.4% and the recall is improved by 6.0% on average from 35.7% to 41.7%.

![Figure 4: Comparison of HAT Algorithm with other methods based on Precision](image)

![Figure 5: Comparison of HAT Algorithm with other methods based on Recall](image)

5. Conclusion

In ad hoc information retrieval, a user generally needs to interact with the retrieval system many times to get satisfactory results for one information need, which provides opportunities for the retrieval system to actively participate in this iterative retrieval process. Most traditional retrieval systems just passively respond to user queries and put the responsibility to refine the search exclusively on the user. But there has been evidence showing that a retrieval system can play an important role in this process. To find relevant document from heterogeneous databases in efficient and effective manner is the major issue now a days. There are number of techniques available to solve this issue.

Relevance feedback is normally used for query expansion during short-term modeling of a user’s immediate information need and for user profiling during long-term modeling of a user’s persistent (DOI: dx.doi.org/14.9831/1444-8939.2015/3-4/MAGNT.36)
interests and preferences. Conventionally relevance feedback methods require that users explicitly give feedback by, for example, specifying keywords, selecting and marking documents, or answering questions about their interests. Such relevance feedback methods force users to make busy in additional activities instead their normal searching process. Since the cost to the user is high and the benefits are not always clear, it can be difficult to find the necessary data and the effectiveness of explicit techniques can be restricted.

In this paper, we proposed an approach to improve the performance in finding the relevant document from heterogeneous databases. The approach includes two aspects ie. retrieval based on text mining and the query expansion based on the users feedback. The experimental results shows that our proposed algorithm brings significant improvements in the result. In our approach expanded query based on user feedback the precision is improved by 0.4% on average from 36.4% to 36.8% and the recall is improved by 0.6% from 41.7% to 42.3%. Our proposed method can yield substantial improvements over existing techniques.
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