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Abstract: Precise cost estimation of software projects is an important topic for software 

companies. Precise estimation of required efforts, delivery time and project cost are consi-

dered as a major challenge for project managers. The purpose of Software Cost Estimation 

(SCE) is to increase the possibility of project success and to identify and evaluate systematic 

efforts and costs in software projects. The first model presented for SCE was the COCOMO 

model. According to the investigations, it can be said that the error value of effort and cost 

in software projects is high in this model. Therefore, in order to improve the performance of 

evaluation criteria of software projects, we exploited meta-heuristic algorithms. In this 

paper, a novel hybrid model based on Genetic Algorithm (GA) and Firefly Algorithm (FA) is 

presented. The performance of the hybrid model was evaluated on NASA93 software project 

database. The evaluation of the results show that the hybrid model has decreased the error 

of Mean Magnitude of Relative Error (MMRE) criterion and increased the accuracy of 

Evaluation Function (EF) criterion by %2.88 comparing to COCOMO model. 
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1. Introduction 

SCE has always been a major challenge 

in software engineering and in primary 

stages it contains a lot of ambiguities. 

Precise and primary estimation is virtually 

impossible due to the lack of comprehen-

sive data to develop software systems and it 

is also very important when a project 

contract is signed and when the possibility 

of a project and its profitability is evaluated. 

Among the basic factors that result in the 

ambiguity and inaccuracy of SCE process 

are deficiency and ambiguity in require-

ments and also lack of data about previous 

projects, another factor is developed and 

untrained methods in data and tools [1]. 

One of the major purposes of software 

engineering community, is to develop 

effective methods which can precisely 

control the software development cycle and 

can estimate software development costs 

with acceptable accuracy. Recent SCE 

models, such as COCOMO [2, 3] and 
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function point analysis [4] do not provide 

precise estimations for the projects due to 

the linearity of the mathematical functions 

and inaccuracy of project factors. Therefore 

algorithm models used in cost estimation 

cannot show desirable performance due to 

the presence of ambiguity in the data. 

Some of software development compa-

nies the efforts done in developing previous 

projects to maintained document and use 

those data in activities associated with 

improving effort estimation and achieving 

precise estimations in new projects [5, 6]. 

One reason why companies use data of 

previous project is that in better identifica-

tion of the requirements, work experience 

of developers and the number of develop-

ment team members can help them [7, 8]. 

SCE based on previous projects is a process 

in which the expert estimates the amount of 

effort and cost needed in new project based 

on his own idea which is generally based on 

previous experiences in development or 

management of similar projects and this 

estimation model is a techniques which is 

not likely to become the most common SCE 

method [9]. When software development 

companies decide to collect previous 

project data in order to expand them in to 

their new projects and use them in improv-

ing effort estimation quality, three major 

problems may arise [10, 11]: 

 The time span needed to evaluate 

previous project data may be too long. 

 When the dataset is large, tools and 

human forces which a company uses to 

develop its projects will vary and it is 

possible that in previous projects some tolls 

had been used that are not used today’s 

projects. 

 It is essential that the collected data 

be of the same type and not be contradicto-

ry, otherwise the results may be different 

and more effort and cost may be spent in 

software projects. 

In order to reduce the error value in 

COCOMO model, a hybrid model using the 

hybrid of algorithms GA and FA for SCE is 

proposed which evaluation results show 

that the hybrid model has much better 

performance compared with COCOMO 

model and estimates the costs more pre-

cisely. Despite approximate values and 

error estimation in both models, it should be 

kept in mind that by using meta-heuristic 

algorithms, the error values have been 

significantly reduced. 

We have organized the overall structure 

of the paper as follows: in Section 2, 

previous works in the area of SCE is 

described; in Section 3, we explain me-

ta-heuristic algorithms; in Section 4, hybrid 

model will be described; in Section 5, we 

explain the evaluations and results of 

hybrid model; and finally in Section 6, 

conclusions and future works are presented. 

2. Previous Works 

When software project information are 

ambiguous and incomplete, cost estimation 

models based on artificial intelligence can 

look more promising. Such models gener-

ally work relying on collective knowledge. 

By investigating previously works in this 

area, one can point to Particle Swarm 
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Optimization (PSO) algorithm which was 

proposed to estimate the software effort 

[12]. Evaluation was done in KEMERER 

dataset. In order to test and train COCOMO 

model, PSO algorithms were used. The test 

results have shown that the proposed model 

had better accuracy compared to COCOMO 

model. The value of MMRE error in 

proposed and COCOMO models were 

56.57 and 245.39 respectively. The most 

important factor affecting the development 

of software companies is precise estimation 

of cost and human force. In [13] a new 

model is proposed for SCE by combining 

Ant Colony Optimization (ACO) and GA 

algorithms and its evaluation was done on 

NASA60 dataset. ACO algorithm was used 

to train the data and GA was used to test the 

data. Fitness function of the proposed 

model is MMRE criterion. The test results 

have shown that by increasing generation 

number MMRE error value is decreased in 

the proposed model. The results on 10 

projects of NASA60 dataset software 

projects show that the MRE error value was 

less in the proposed model compared to 

COCOMO model. Testing and training of 

NASA60 dataset software projects were 

performed using Artificial Neural Networks 

(ANNs) [14]. NASA60 dataset which 

consists of 11 projects among NASA60 

dataset software projects show that the 

MRE error value in ANNs is less compared 

to COCOMO model. The results show that 

in more than 90% of the cases ANNs 

provided much better estimations compared 

to COCOMO model. 

Recently data mining has become very 

common in SCE [15]. SCE has been 

simulated using Linear Regression (LR), 

ANNs, Support Vector Regression (SVR), 

K-Nearest-Neighbors (KNN) techniques. 

By using LR model dependencies of traits 

effective in SCE can be determined. LR 

model finds the relations between indepen-

dent and dependent factors. ANNs, through 

training and testing the data, tries to im-

prove the accuracy of SCE. SVR model has 

been used to optimize the effective factors 

in SCE. KNN is a technique in data analysis 

and is used to classify data in a set of data 

which were previously classified and their 

traits were determined. Using KNN the 

weight of factors effective in SCE is deter-

mined. Their test results show that SVR 

model has less MRE compared to other 

models. Based on GA methodology, a 

morphological hybrid has been presented 

for SCE [16]. Evaluation was done on 

Desharnais, NASA, COCOMO, Albrecht, 

Kemerer, and KotenGray datasets. The test 

results in all datasets show that the hybrid 

model based on GA had better improve-

ment than different SVR models. In NASA 

dataset the value of PRED (25) in a hybrid 

model was 94.44% compared to 88.89% 

and 83.33% for different SVR models. In 

Desharnias dataset the value of PRED (25) 

in a hybrid model was 90% compared to 

55% and 60% for different SVR models. In 

COCOMO dataset the value of PRED (25) 

in a hybrid model was 90.90% compared to 

81.82% and 72.73% for different SVR 

models. In Albresht dataset the value of 

PRED (25) in a hybrid model was 75% 

compared to 58.33% and 66.66% for 
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different SVR models. In Kemerer dataset 

the value of PRED (25) in a hybrid model 

was 73.33% compared to 60% and 60% for 

different SVR models. In KotenGray 

dataset the value of PRED (25) in a hybrid 

model was 94.12% compared to 88.24% 

and 88.24% for different SVR models. 

MMRE evaluation criterion in hybrid 

model had less linear error compared to 

different SVR models. Machine learning 

techniques such as SVR and MLP in 

combination with GA has been presented 

for SCE [17]. Optimization of input data 

factors and MLP and SVR methods’ 

parameters are two major purposes in using 

GA. The evaluation was done on Deshar-

nais, NASA, COCOMO, Albrecht, Kemerer, 

and KotenGray datasets. The test results in 

all datasets show that hybrid models based 

on GA had good improvements. MMRE 

evaluation criterion had less error in com-

bined models compared to MLP and SVR 

models. PRED criterion also had higher 

accuracy in hybrid model. Precise pro-

gramming for developing software projects 

results in performance increase, better 

resource usage and time saving. 

In [18], by using PSO algorithm, a hy-

brid PSO-COCOMO model is proposed for 

SCE and its evaluation has been done on 

NASA18 dataset. The test results show that 

PSO-COCOMO has less MMRE error 

compared to other algorithm models and 

has less accuracy compared to Fuzzy Logic 

(FL). MMRE error values were 0.0074% 

and 0.0046% for PSO-COCOMO and FL 

respectively. Timely delivery of software is 

always a major concern for software 

companies. Optimizing software project 

factors in order to increase estimation 

accuracy has been done using GA [19]. 

Evaluations were done on ISBSG and 

IBMDP datasets. The weights of project 

factors were classified according to three 

methods: Unweight Analogy (UA), Une-

qually Weighted Analogy (UWA), Linearly 

Weighted Analogy (LWA) and Non-LWA. 

And for each class the optimized weight 

was found by GA. The test results of 132 

projects in ISBSG dataset and 33 projects in 

IBMDP dataset, show that GA had good 

accuracy in evaluating PRED and MMRE 

criteria. The hybrid model of Function Link 

ANN (FLANN) and GA has been used for 

SCE [19]. The GA-FLANN hybrid model is 

a kind of three-layered feed forward net-

work. GA algorithm was used in two hybrid 

models OFWFLANN and OCFWFLANN. 

OFWFLANN model was used to improve 

factors affecting the cost and 

OCFWFLANN model was used to train 

weights of FLANN vectors. The evaluation 

was done on NASA93 dataset. Train and 

test steps in order to decrease MMRE error 

on NASA93 dataset were 0.43 and 0.37 

respectively. Also, train and test steps in 

order to improve accuracy of PRED (25) 

criterion were 0.46 and 0.39 respectively. 

3. Meta-Heuristic Algorithms 

Today application of meta-heuristic al-

gorithms to achieve optimized solutions in 

optimization problems has had a significant 

growth [21, 22 and 23]. These algorithms 

use some qualitative parameters whose 

values are easily adjustable. Also the speed 
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of convergence of meta-heuristic algorithms 

is high in the possibility of finding the 

universal optimized solution. Therefore in 

solving optimization problems application 

of meta-heuristic algorithms is possible in 

achieving the almost optimized solution. 

3.1 Firefly Algorithm 

FA is a population-based algorithm that 

was introduced in 2008 [24]. In FA, first 

some artificial fireflies were randomly 

generated in the problem space. Then to 

each artificial firefly, an appropriate light 

intensity value was assigned using the value 

obtained for target function in that point. 

The way in which each firefly is given a 

light intensity value is such that by increas-

ing the point optimization value of the 

firefly the intensity of the light was also 

increased. Fireflies with lower light inten-

sity were attracted towards the fireflies with 

higher light intensity and this was continues 

until all fireflies were gathered in one single 

point that is probably the universal opti-

mum point. The law of updating the move-

ment of low-light fireflies towards 

high-light fireflies was done by using Eq. (1) 

[25]. 

)
2

1
()(

2

0 


randxxexx ij

r

ii
ij 



(1 )

In Eq. (1) the values of α, β0 and γ were 

assumed to be constant. α and β0 were 

chosen from interval [0,1] and γ was in 

interval [0,∞). Also rij was Euclidean 

distance between two fireflies which is 

defined by Eq. (2) [25]. 
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The absorption coefficient of two fire-

flies is obtained from Eq. (3) [25]. 
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In Eq. (3) β0 is the maximum attraction 

and is in interval [0, 1]. Parameter γ is 

absorption coefficient and is in interval [0, 

∞). Parameter r is the distance of two 

fireflies and its value can be calculated by 

Eq. (2). If β0=0 each firefly will search the 

problem space on its own without the 

cooperation of other fireflies and the search 

will be random. Also, γ=0 will result in a 

random search in problem space. 

3.2 Genetic Algorithm 

GA is a meta-heuristic algorithm which 

was devised to find optimum solution and 

hybrid optimization problems [26]. GA 

produces a list of chromosomes for the 

optimization problems based on the primary 

population. Chromosomes approach the 

optimum solution based on selection, 

crossover and mutation techniques. In GA 

with the possibility of crossover, appropri-

ate candidates for the solution are generated 

in the next generation. Base on mutation 

possibility chromosomes’ genes change 

randomly. This process results in a new 

generation of chromosomes which are 

different from the previous generation. 

Evaluation in GA is done according to 

fitness function. Fitness function is deter-

mined according to the kind of the problem. 
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4. Proposed Model 

Generally the values determined for the 

software projects are unknown and inaccu-

rate. The purpose of this paper was to find 

precise values for software project factors. 

One of the critical factors for SCE, is the 

number of Source Line of Code (SLOC). 

Therefore, in this paper, by using the hybrid 

model we tried to evaluate and investigate 

the point that how different estimation 

factors affect the accuracy of SLOC estima-

tions. Some other needed parameters in 

SCE are [27]: programming language, 

efficiency, performance, software process 

evolution, programming skill level, design 

and reuse, efficiency factors in product 

manufacturing, complexity, exploitation 

and timing. Some of these parameters have 

direct effect on each other. For example 

both code complexity and programming 

skill directly affect exploitation and timing. 

In this paper we proposed a hybrid model 

has been developed based on GA and FA 

algorithms for SCE of NASA93 dataset 

projects [28] which includes 15 Effort 

Multipliers (EMs). EMs factors have a 

critical role in effort and cost estimation. 

EM factors have a linear relation with effort 

and cost and their value is very effective in 

project success. In the hybrid model, we 

evaluate and analyze software criteria 

according to basic requirements of opera-

tional methods. In hybrid model basic 

software factors such as complexity and 

effort are evaluated all of which have key 

roles in improving effort and cost. Figure (1) 

shows the flowchart of hybrid model. 

 

 
Figure. 1. Flowchart of hybrid model 
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In hybrid model with FA we have pro-

posed an adaptive method to produce 

primary population in GA in which popula-

tion genes change adaptively. Although the 

convergence speed of FA algorithm is good 

convergence of solutions before achieving 

absolute optimum can have a negative effect 

in solution algorithm. On the contrary, GA is 

slower than FA and there is less possibility 

that it converges towards local optimum, on 

the other hand because of chromosome 

structure, lack of convergence and failure in 

finding a solution or an inappropriate 

solution is impossible. The hybrid model 

adapts itself with continuous changes in FA 

and injects one of the best solutions found 

by FA to produce primary population into 

GA, and GA tries to achieve the best answer 

for cost factors through elitism and evaluate 

it in fitness function and presents the solu-

tion with the least error as the final solution. 

Quasi code of the hybrid model is shown in 

Figure (2). 
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Fig- ure. 

2. Quasi Code 

of the Hy-

brid 

01: Start 

02: Input the 15 EMs, KSLOC, Actual Effort 

03: Initialize Parameters  

04: Repeat 

05: Firefly Algorithm 

       Initial population of fireflies: ),...,2,1( nixi   

       Objective function of f(x), where T

dxxxx ),...,,( 21
 

       Determine the light intensity of firefly n of 
iI at 

ix via )( ixf  

       While (the termination criteria is not satisfied) 

       For i= 1 ∶ n  

      For j= 1 ∶ n    

     If (
ij II  ) 

         Then move firefly i towards firefly j by using Eq. (1) 

              End if 

     Attractiveness varies with distance r via ][ 2rExp   

     Evaluate new solutions and update Light Intensity 

   End for j; 

  End for i; 

         Check the ranges of the given solutions  

         Update them as appropriate 

         Rank the fireflies 

         Find the current best 

      End while 

   Find the firefly with the highest Light Intensity among all fireflies 

   End FA 

06: Genetic Algorithm 

         Assign a fitness value to each chromosome 

         Select the most fitting chromosomes 

         Crossover 

         Mutation 

07: Evaluation Solutions 

08: Loop 

           For i= 1: n (no. of projects) 

           EAF[i] = EM1 * EM2 * … *EM15 

           Estimated Effort[i] = a[j]*(KSLOC[i] ^ b[j])*EAF[i] 

           MRE[i] = |Actual Effort[i]-Estimated Effort[i]|/Actual Effort[i] 

           MMRE =MMRE+MRE[i] 

           MMRE /=n  

       End Loop 

09: Evaluation MMRE Function 

10: Until (the termination criteria is not satisfied) 

11: Results Estimate 

12: End 
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Model 

In the hybrid model MMRE was consi-

dered as fitness function. The purpose 

of fitness function in the hybrid model 

is to minimize MMER compared to FA 

and GA algorithms and COCOMO 

model. In the hybrid model this contin-

ues as long as the value of MMRE de-

creases desirably. Fitness function for 

the hybrid model is defined as Eq. (4) 

[29]. 
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By using Eq. (5) we can compare total 

error obtained from estimation models. 

PRED is also an important criterion in 

estimation accuracy. The commonest 

method of investigation of prediction 

accuracy are MMRE and PRED.  

PRED(x) is defined as Eq. (6) [29]. 


 

 


n

i otherwise

xifMRE

n
xPRED

1 ,0

,11
)(  

(6 )

The criterion PRED(x) which is defined 

based on MRE is the commonest in esti-

mation accuracy and is a good expression 

of  

how the models work. In the evaluation 

of estimation criteria, the model with lower 

MRE is better than the one with higher MRE 

and the model with lower MMRE is better 

than the one with higher MMRE. Also, the 

model with higher PRED is better than the 

one with higher PRED. In order to show the 

superiority of hybrid estimation models two 

criteria MMRE and PRED is defined as EF 

as in Eq. (7) [30]. 
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5. Evaluation and Results 

In order to evaluate the hybrid model 

NASA93 software projects dataset was 

used which is consisted of 15 EM factors. 

The algorithm simulations were conducted 

in VC#.NET 2010 programming environ-

ment. From accuracy point of view me-

ta-heuristic algorithm performances 

depend on value of primary parameters. 

Therefore in order to reach the best estima-

tion in the hybrid model parameter values 

were assigned based on test and repeat. 

Parameter value assignment was shown in 

Table (1). 
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Table 1. Parameter Values 

Parameters Value 

No. Population 100 

β0 1 

γ 1 

α 0.3 

Pc 0.9 

Pm 0.5 

Elitism 20 

No. Generation 50 

Fitness Function MMRE 

 

In Table (2), 93 projects from NASA93 dataset software projects are evaluated and com-

pared. The results of Table (2) show that the hybrid model reduces the MRE criterion com-

pared to FA and GA algorithms. Therefore, the hybrid model is useful in cost estimation and 

contains less error compared to COCOMO model and GA and FA algorithms. 

Table 2. Comparison of MRE of Models on 93 projects of NASA93 Dataset Software 

Projects 

No. 

Projects 
KSLOC 

Actual 

Effort 

MRE 

COCOMO 

MRE 

GA 

MRE 

FA 

MRE  

Hybrid 

1 0.9 8.4 72.12 25.56 17.41 9.13 

2 2.2 8.4 24.12 10.26 8.11 5.14 

3 3.5 10.8 0.73 3.65 2.89 1.23 

4 6.2 12 638.09 420.13 386.20 256.74 

5 5.5 18 1.19 0.95 1.80 0.55 

6 6 24 56.16 19.88 25.49 15.41 

7 9.7 25.2 33.25 21.28 17.63 12.68 

8 7.7 31.2 16.90 8.11 11.35 5.75 

9 8.2 36 22.72 12.53 9.38 7.66 

10 11.3 36 22.23 10.44 7.16 5.41 

11 3 38 2.46 1.45 3.86 0.65 

12 6.5 42 23.13 12.93 9.42 7.20 

13 8 42 15.66 5.47 8.39 5.71 

14 10 48 35.22 15.68 7.62 10.52 
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15 15 48 38.84 13.22 10.83 9.44 

16 20 48 15.58 5.93 8.17 7.53 

17 10.4 50 27.39 16.08 12.13 6.30 

18 13 60 1.69 5.87 3.68 2.55 

19 14 60 15.59 7.33 8.45 3.23 

20 19.7 60 23.74 9.79 12.79 5.11 

21 32.5 60 134.17 96.14 74.24 36.68 

22 31.5 60 24.65 10.19 11.52 8.12 

23 12.8 62 18.47 12.04 9.72 7.41 

24 15.4 70 11.17 3.11 5.37 2.81 

25 7.5 72 36.85 19.84 15.93 12.39 

26 20 72 54.19 27.65 23.30 18.01 

27 34 72 85.09 32.46 28.58 21.38 

28 16.3 82 19.19 10.18 4.61 6.64 

29 15 90 30.87 13.25 10.16 9.20 

30 165 97 1014.53 876.92 715.01 578.94 

31 11.4 98.8 35.56 14.35 9.64 12.70 

32 21 107 58.99 25.01 17.14 13.21 

33 16 114 25.04 13.44 9.30 5.17 

34 24.6 117.6 19.03 8.43 11.68 3.06 

35 25.9 117.6 14.23 6.41 3.28 4.79 

36 29.5 120 2.75 6.48 3.07 1.10 

37 40 150 45.37 27.62 19.13 11.27 

38 19.3 155 25.93 16.24 12.30 8.52 

39 90 162 18.52 10.89 9.77 6.58 

40 32.6 170 15.28 8.50 5.42 6.54 

41 35.5 192 17.47 12.67 7.49 2.16 

42 240 192 199.07 112.13 84.13 32.63 

43 38 210 13.06 8.59 5.33 4.12 

44 100 215 92.47 45.62 32.07 26.15 

45 48.5 239 5.97 8.26 4.67 7.65 

46 20 240 73.35 45.13 25.39 19.13 

47 47.5 252 22.92 10.45 13.48 8.34 

48 70 278 0.02 4.29 5.76 2.35 

49 66.6 300 3.16 8.37 5.04 1.20 

50 85 300 31.88 8.73 12.29 10.69 

51 98 300 77.86 38.02 29.60 27.90 
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52 150 324 76.37 52.19 32.89 18.26 

53 66.6 352.8 17.66 14.31 6.53 9.15 

54 100 360 13.52 7.46 4.86 3.81 

55 100 360 16.17 5.38 7.54 6.91 

56 50 370 21.98 12.33 9.93 5.44 

57 79 400 30.04 17.04 14.80 9.12 

58 60 409 5.31 2.14 6.22 1.86 

59 190 420 4.03 7.75 3.80 6.35 

60 24 430 65.94 40.12 28.31 32.11 

61 151 432 42.47 23.71 19.03 13.91 

62 90 444 18.81 9.89 6.13 5.03 

63 339 444 492.88 325.22 268.46 218.46 

64 70 458 2.99 5.11 3.83 1.65 

65 16.3 480 41.14 23.18 20.23 15.80 

66 53 480 27.66 11.49 7.58 4.55 

67 78 571.4 3.98 7.53 2.46 4.25 

68 144 576 42.55 16.74 18.52 13.34 

69 41 599 53.51 34.01 27.50 18.21 

70 111 600 27.33 15.21 10.71 7.59 

71 137 636 14.63 10.92 6.49 3.63 

72 7.25 648 83.99 43.26 36.22 28.61 

73 100 703 1.70 2.23 1.89 0.85 

74 350 720 67.99 53.12 43.91 23.14 

75 101 750 19.64 7.06 5.13 3.45 

76 162 756 43.76 26.02 21.62 17.41 

77 150 882 1.11 4.52 1.23 2.41 

78 284.7 973 39.13 21.50 16.11 14.62 

79 227 1181 4.71 2.13 5.16 3.41 

80 352 1200 115.24 62.40 42.83 28.11 

81 177.9 1248 1.79 3.41 2.22 3.10 

82 32 1350 10.21 6.98 4.67 3.68 

83 282.1 1368 16.70 7.60 11.33 5.74 

84 70 1645.9 32.83 17.44 10.90 12.16 

85 65 1772.5 34.40 19.62 15.07 8.24 

86 50 1924.5 55.90 25.17 28.37 21.23 

87 219 2120 28.79 17.67 12.01 9.15 

88 302 2400 31.60 19.41 12.65 10.16 
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89 423 2400 52.34 28.01 21.81 14.28 

90 271 2460 2.68 5.20 4.15 3.85 

91 165 4178.2 14.89 5.26 8.91 3.74 

92 980 4560 442.25 358.02 246.31 174.95 

93 233 8211 34.48 18.01 13.16 8.90 

 

The results of the hybrid model and GA and FA algorithms are shown in Table (3). Ac-

cording to criteria MMRE, PRED, and EF it can be seen that in all the best performance in 

estimation belongs to hybrid model. 

Table 3. Evaluation of Models 

Models MMRE PRED (25) EF 

COCOMO 58.80 51.61 0.86 

GA 38.31 77.41 1.96 

FA 30.84 80.64 2.53 

Hybrid Model 22.53 88.17 3.74 

 

The results of criteria of Table (3) show 

that the hybrid model has better perfor-

mance compared to GA and FA algorithms. 

MMRE criterion in the hybrid model has 

lower error compared to COCOMO model 

and GA and FA algorithms. As can be seen 

in Table (3) the amount of MMRE error in 

the hybrid model is 22.53 compared to 

38.31 and 30.84 in GA and FA algorithms 

respectively. Also, FA algorithm has better 

accuracy than GA algorithm. PRED 

criterion in the hybrid model has better 

accuracy than GA and FA algorithms. EF 

criterion in the hybrid model has better 

accuracy compared to the other models. 

This shows that the hybrid model has 

lower MMRE error and higher PRED 

accuracy. Evaluation of Table (3) shows 

that the hybrid model had increased the 

accuracy of EF criterion by 2.88% com-

pared to COCOMO model. Figure (3) 

shows the diagram of MMRE criterion for 

the models. 
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Figure. 3. Diagram of MMRE Criterion 

of the Models 

 

6. Conclusion and Future work 

The capability of precisely estimating the 

software costs is considered as an important 

activity for the project management team. 

Since cost factors as ambiguous and incom-

plete, software costs should be estimated 

especially in the primary steps of the life 

cycle of the development. Therefore provid-

ing precise cost estimation has a profound 

effect on economical processes including 

budgeting and contracting and decision 

making about the way the project is ex-

ecuted. A significant portion of SCE area 

consists of algorithm models. In these 

models mathematical formulas are used in 

estimating the cost and other input parame-

ters. An alternative model for SCE is using 

meta-heuristic algorithms which use test and 

train in evaluating the estimation. In this 

paper hybrid model based on GA and FA 

algorithms is presented for SCE. Three 

criteria of MMRE, PRED (25) and EF were 

used to evaluate the performance. MMRE 

criterion showed that the hybrid model 

reduced the error from 58.80% to 22.53% 

and was capable of reducing the MMRE 

criterion of COCOMO model. The evalua-

tion of the results on NASA93 dataset 

showed that the hybrid model had better 

efficiency according to performance of 

criteria. By presenting this paper we hope 

that in the future we can present other 

efficiency models for SCE by hybridizing 

other meta-heuristic algorithms. 
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