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Abstract: With the ever-spreading user-base in cloud datacenters, it has become increasingly challenging to satisfy each user’s service demand. Resource requirements or service demands of cloud users are embedded in virtual machines (VM). Virtual machines are software extensions of physical machines such that a single physical machine can generate a number of virtual machines and hence, can service multiple users. VM placement is the task of allocating a VM to a chosen physical machine (PM) such that the resource demands of that VM are satisfied by the physical machine. An effective VM placement aims at balancing load in the datacenter thereby avoids unnecessary VM migrations and improves the performance of a datacenter. Bin packing has been widely used as a technique for VM placement in the variations of first-fit, best-fit and/or worst-fit. This paper proposes a novel VM placement technique which ensures that the profits to the cloud service provider are maximized, establishes fairness and service availability to the cloud user by dynamically placing a virtual machine to the best available physical machine using the concept of clusters. Our VM placement strategy avoids unnecessary migrations in the datacenter by balancing load on all the physical machines present inside a cluster. A comparison, of the proposed technique with First-Fit bin packing placement technique, highlights a better time efficiency and resources utilization in the present work.
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1. Introduction

Resource distribution/provisioning in a cloud datacenter takes place in the form of VM placement. VM placement involves selection of an appropriate physical machine to host a single or group of virtual machines. It comprises carefully monitoring the resource utilization of the physical machine, its remaining capacity, the demands of an incoming virtual machine, its negotiated Quality of service (QoS) parameters, the overall effect of placing the incoming virtual machine on the performance of the datacenter and the revenues earned by the cloud service provider after a successful placement. It can be an initial placement where all the PMs are idle and incoming VMs are placed on them for the first time. Placement can also be subsequent where an incoming service request (VM) needs to be placed on a PM which is already hosting some VMs. This paper emphasizes on subsequent placement where we are assuming that all the PMs are already hosting certain number of VMs and our task at hand is to place a newly arrived user’s request (VM) to the best possible host (PM).

This paper presents a dynamic virtual machine placement algorithm in cloud datacenters which aims at energy efficiency, load balance and improved performance by reducing the need of virtual machine migrations. Our proposed placement scheme is based on a ‘divide and conquer’ approach combined with vector arithmetic to select the best possible PM to host an incoming VM. The proposed mechanism is compared with the widely used bin packing’s First-Fit placement technique and considerable performance improvements are registered.

2. Related Work

Most of the research in resource management in cloud computing is concentrated towards virtual machine migrations. It is seen as the ‘make or break’ point of a datacenter’s performance [1]. However, in order to improve the migration scenario, researchers need to go back and analyze when and how virtual machines are allocated to
physical machines. To start with, we studied the mechanisms for VM allocation which are discussed in [2] by comparing fixed-price and auction-based scenarios. Every modern datacenter employs a resource management policy to ensure high Quality of Services to its customers. This is possible by maintaining a healthy power-performance trade-off, where idle servers are switched-off to minimize energy consumption [3].

Most of the traditional VM placement algorithms consider placement as an instance of bin-packing problem [4, 5, and 6] and offer server consolidation as a possible solution [7, 8 and 6]. Using similar approach, ant colony optimization based consolidation algorithm is proposed and compared with greedy based algorithm in [4] and [9]. Every cloud provider strives to minimize the operational cost of a cloud system so as to maximize profits, while at the same time ensuring that the service level agreement parameters are met. The steps taken by cloud service providers and their effects on system’s performance are detailed out in [1]. VM migrations, its causes and effects on datacenters can give a good starting point to further delve into VM placements. Overheads of virtual machine migrations, especially in an over-committed datacenters, are studied in [10] and an algorithm is presented to minimize migrations. Among all the different types of resources available in a cloud system, communication resources are the most crucial ones. In order to conserve them, data replication is proposed in [11] and [12] where QoS is also improved by reducing communication delays. A detailed study and comparison of 18 existing VM placement algorithms is done in [13]. There are different objectives of initial VM placement algorithms; one of them is minimizing job completion time of the incoming VM which is considered in [14] for which a knapsack-based VM placement approach is suggested. Live VM migration on Xen and KVM a comparative analysis is found and system is known PMigrate as well as the implementation is also found in [15]. Resource needs during migration and its effect on datacenters is evaluated in [16] for different set of workloads. This gives us a better understanding of the impact of VM migration on effective resource management techniques employed in a cloud system. Another approach to control unnecessary migrations is suggested in [17] which require prioritizing VMs with steady capacity and in [7] where dynamic migrations and migration algorithm is introduced to avoid SLA violations.

A detailed research on cloud migration is carried out in [18] whereas in [19] efforts are being taken to reduce communication delays by routing the user’s traffic which is close towards the resources in the datacenter. Energy-Response time Product (ERP) is used to evaluate server farm management policies for both stationary and dynamic demands in [8] whereas for predictable and time-confined loads, an optimal VM placement strategy is devised in [20]. To further reduce communication overheads between VM and its image, [21] places them on the same node thereby improving cloud’s performance. Data-intensive applications are also dealt with in the same manner by keeping all data in the nearby nodes, as proposed in [22]. Based on the resource needs of virtual machines, several VMs are consolidated and provisioned together and statistical multiplexing is given in [23]. A two-level runtime reconfiguration strategy in a vector arithmetic model is used to maximize resource utilization and to reduce total migration time, includes local adjustments and parallel VM migrations [24]. On the other hand, authors in [25] devised a multi-level generalized assignment problem in order to ensure provider’s profit and to constraint power budget of a virtualized datacenter. First-fit heuristic is used to provide solution to the assignment problem. On the contrary, the approach used in [5] is to consider VM placement as a classical bin-packing problem and greedy approach is used to solve it using the best-fit heuristic. With the aim of proper resource utilization and reduced energy consumption, authors in [6] have proposed a VM placement technique using a two-stage heuristic algorithm, addressing VM consolidation which may degrade the datacenter’s performance, if done aggressively. After an extensive review of research in the field of VM migrations to improve datacenter’s performance, there is a shift in interest towards placement which can be considered as a core area as far as performances and migrations are considered. A successful attempt in migration can improve the performance of a datacenter but it also incurs some cost in terms of efficiency and time. A multi-objective VM placement strategy is presented in [26] with the aims of minimizing
energy consumption, minimizing task waiting time while maximizing effectiveness of physical machines. In [27], authors proposed a hybrid queuing method for VM placement that ensures greater QoS to users and maximizes revenues for the service provider. Energy conservation has drawn considerable attention in cloud datacenters in the recent times. Many energy efficient VM placement techniques are proposed in [28, 29 and 30] where the main aim is reduction in power consumption by consolidating servers [29] and/or by using genetic algorithms [30, 31]. Scheduling techniques commonly used in a cloud environment are discussed in [32] with the improvisation in certain key performance factors such as response time, resource utilization, etc. Further, [33] assess cloud services based on a comparative framework which outlines the merits and demerits of multiple cloud service providers. A common management services framework for IaaS Cloud is proposed in [34] featuring cost reduction and resources usage optimization features to improve the performance metrics of cloud computing. On the other hand, [35] gives a comparative analysis tool that helps cloud users in selection of a preferable cloud infrastructure. Machine learning techniques are applied in [36] along with particle swarm optimization to classify users requests and improve the QoS experienced by the users by efficiently mapping service requests with the available resources. Many references mentioned above fail to go to the core issue behind migration which is an effective VM placement. VM placement is discussed in some references [1, 4, 5, 6, 8, 9, 12, 13, 14, 20, 21 and 25]; wherein, most of the authors keep only one or two objectives in mind such as energy efficiency or QoS maintenance [8, 12]. Most of the work done in this line considers placement as a classic bin-packing problem and tries to solve it using best-fit or first-fit approach [4, 9 and 14]. There is a need to consider placement as a multi-dimensional problem highlighting heterogeneity in physical as well as virtual machines. If we can take this heterogeneity to our advantage by making VM placement based on it, then a lot of unnecessary migrations can be saved which will further save energy and maximize resources’ utilization. Our present paper is one such attempt which proposes a dynamic VM placement technique by using ‘divide and conquer strategy combined with vector arithmetic. It ensures performance of cloud system, profits to cloud providers, service availability to cloud customers and also an optimum management of cloud’s resources along with energy efficiency. Further, a multi-dimensional approach is considered to guarantee benefits to both the parties involved, i.e. customer and cloud service provider.

The present paper is structured in the following manner: Section 1 presents the Introduction. Section 2 represents the related work and section 3 presents the general scenario of VM placement in all virtualized datacenters, section 4 defines the VM placement problem along-with identifying the objectives of our approach. Section 5 describes the system model used, while, section 6 explains the proposed VM placement technique with algorithms and formulae used. Finally, section 7 discusses the results obtained after simulating the proposed technique and comparing it with First-Fit bin packing technique. Conclusion and future work is given in section 8 followed by references.

3. General Scenario
The VM placement scenario considered in our paper consists of cloud users, their resource requests in the form of virtual machines, a virtual machine dispatcher and a number of physical machines arranged in dynamic clusters with one machine designated as cluster head in each cluster. Clusters are dynamic in the sense that its member PMs can leave the cluster if their membership criteria changes. Cloud datacenter consists of m physical machines or PMs which are heterogeneous in the type and amount of resources they carry. Resources considered in this paper are CPU (denoted as P), memory space (M) and I/O units (denoted as I/O). Every cloud user needs to use these resources in the amount that his application requires. Being a part of a utility computing system, a cloud computing user is also required to pay for the amount of resources used by him. In the present work, this price is considered as ‘profit’ for the cloud service provider. In order to gain access to a cloud’s resource, a user makes a resource request to the datacenter. In return, datacenter places the user’s request in one of the available physical machine provided that the resource requirements of the user are met by the resource availability of that physical machine. It may seem that this
4. Problem Definition

Given a cloud datacenter with \( m \) heterogeneous physical machines and \( n \) heterogeneous virtual machines, VM placement refers to selecting a suitable PM to host an incoming VM such that the resource requirements of the VM are completely satisfied by the chosen PM. We understand that more than one PM may meet the resources availability criteria. In such situations, our placement technique selects the most suitable candidate PM using multi attribute utility theory. Resource requirement of each VM is represented by a demand vector \( (D) \) as shown in figure 1. As mentioned earlier, \( P \) refers to CPU demand, \( M \) refers to memory demand, \( I/O \) refers to input-output demand and \( RP \) refers to rental price which will be paid by the cloud user once his resource demands are satisfied. On the other hand, resources in a physical machine are also represented by 2 vectors, namely, resource availability vector \( (A) \) and resource utilization vector \( (U) \). These two vectors are represented in figure 2(a) and (b). In figure 2(a), \( PA, MA \) and \( I/OA \) refer to CPU availability, memory availability and I/O availability respectively. In utilization vector \( U \) shown in figure 2(b), \( PU, MU \) and \( I/OU \) refer to CPU utilized, memory utilized and I/O utilized respectively.

Objective- Our objectives, behind proposing a new VM placement technique, are-

i. Efficient Resource Provisioning
ii. Dynamic Load Balancing
iii. Profit guarantee to the cloud provider
iv. Reduced VM Migrations
v. Effective Resource Utilization
vi. Faster Placement of VMs or reduced placement time

5. System Model

In order to implement the proposed profitability-aware VM placement, we follow the ‘divide and conquer’ approach by considering a datacenter consisting of six queues (Q1 to Q6) and six clusters (C1 to C6). The number of queues and/or clusters depends on the type of resources considered for placement. In general, for \( k \) types of resources there will be \( 2^k \) queues and clusters. At present we are considering three types of resources, namely CPU (MIPS), memory (MB) and I/O (B/sec), hence, 6 queues and clusters. These queues will hold incoming VMs as per the membership criteria while clusters contain PMs. Each VM’s demand vector \( D \) will enter any one of the six queues based on its resource requirements. Similarly, each physical machine in the datacenter will be allotted to one of the six clusters based on its resources availability. If the resource availability of a particular PM changes, due to a VM placement or migration, the said PM will be re-allocated to a new cluster as per the resource availability/membership criteria. We consider queue Q1 to have all demand vectors \( (D) \), with highest processor demand and lowest I/O demand. Q2 consists of all VMs whose processor demand is the highest and memory demand is the lowest. Q3 consists of all VMs whose memory demand is the highest whereas processor demand is the lowest. Q4 consists of all VMs whose memory demand is
the highest whereas I/O demand is the lowest. Q5 consists of all VMs whose I/O demand is the highest whereas processor demand is the lowest. Q6 consists of all VMs whose I/O demand is the highest whereas memory demand is the lowest. Table 1 describes the membership criteria for queues and clusters. The comparison of highest or lowest resource demand of a VM is done within the vector by comparing its direction cosines and is irrespective of other incoming VMs. For example, consider a demand vector D as shown below.

| VM | 20 | 9 | 25 | 100 |

Here VM_{id} is VM5, processor demand (P) is 20, memory demand (M) is 9, I/O demand (I/O) is 25 and rental price (RP) to be paid is 100. Direction cosines of vector D are as follows-

\[
\cos \alpha = \frac{D_x}{D} = \frac{20}{33.25} = 0.601 \\
\cos \beta = \frac{D_y}{D} = \frac{9}{33.25} = 0.270 \\
\cos \gamma = \frac{D_z}{D} = \frac{25}{33.25} = 0.751
\]

As is evident after calculating the direction cosines that vector D has highest I/O demand (0.751) and lowest memory demand (0.270), hence it will be allocated to queue Q6 (Refer table 1). On similar lines, all physical machines whose processor availability is the highest and I/O availability is the lowest will be clubbed together in C5. Cluster C3 contains all PMs whose processor availability is the highest and memory availability is the least. Cluster C2 contains all PMs whose memory availability is the highest and processor availability is the least. Cluster C6 contains all PMs whose memory availability is the highest and I/O availability is the least. Cluster C1 contains all PMs whose I/O availability is the highest and processor availability is the least. Finally, Cluster C4 contains all PMs whose I/O availability is the highest and memory availability is the least. As an example, consider the availability vector A as

| PM7 | 20 | 50 | 60 | 4 |

This availability vector A belongs to PM7. Its available processing capacity is 20, memory available is 50 and I/O availability is 60. It is hosting 4 VMs already. Based on this information, PM7 will be allocated to cluster C1 as PM7 has highest I/O availability and lowest processor availability (Refer table 1). As is evident, every VM’s demand D in Q1 will be forwarded to cluster C5 for efficient placement. Similarly, VMs from Q2 will go to C3, VMs from Q3 will go to C2, from Q4 VMs are forwarded to C6, from Q5 VMs are forwarded to C1 and Q6 VMs are forwarded to C4 for placement. Forwarding a VM’s demands to a designated cluster, based on resources availability, ensures efficient resource provisioning (objective (i)) and effective resource utilization (objective (v)). An important step to note here is that VMs, in each queue, are sorted as per the rental price (RP) offered, before forwarding them to their respective clusters. This step ensures that in each queue, VM which is offering the highest profit (or rental price) will be serviced first for placement. Hence, we term this placement technique as ‘profit-aware’ VM placement and this step ensures fulfillment of objective (iii). A detailed representation of our proposed system model is given in figure 3.

(Fig 3: System Model of proposed VM Placement algorithm)
Table II(a) and II(b) describes the various parameters which are used in proposed system model, in terms of the average resources available in each cluster and average resources held in each queue respectively. VMs are dynamically allocated to queues based on the criteria explained above.

### Table I: Description of Queues and clusters

<table>
<thead>
<tr>
<th>Cluster Name</th>
<th>VM’s property</th>
<th>Linked Cluster Name</th>
<th>Cluster’s property</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>Highest demand</td>
<td>P</td>
<td>Highest availability</td>
</tr>
<tr>
<td>C2</td>
<td>Lowest demand</td>
<td>P</td>
<td>Lowest availability</td>
</tr>
<tr>
<td>C3</td>
<td>Highest demand</td>
<td>I/O</td>
<td>Highest availability</td>
</tr>
<tr>
<td>C4</td>
<td>Lowest demand</td>
<td>I/O</td>
<td>Lowest availability</td>
</tr>
<tr>
<td>C5</td>
<td>Highest demand</td>
<td>M</td>
<td>Highest availability</td>
</tr>
<tr>
<td>C6</td>
<td>Lowest demand</td>
<td>M</td>
<td>Lowest availability</td>
</tr>
</tbody>
</table>

### Table II(a): Parameters of System Model used

<table>
<thead>
<tr>
<th>Clusters</th>
<th>Average amount of resources available</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
</tr>
<tr>
<td>C1</td>
<td>10</td>
</tr>
<tr>
<td>C2</td>
<td>7</td>
</tr>
<tr>
<td>C3</td>
<td>18</td>
</tr>
<tr>
<td>C4</td>
<td>17</td>
</tr>
<tr>
<td>C5</td>
<td>13</td>
</tr>
<tr>
<td>C6</td>
<td>10</td>
</tr>
</tbody>
</table>

### Table II(b): Parameters of System Model used

<table>
<thead>
<tr>
<th>Queue</th>
<th>Average amount of resources held</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
</tr>
<tr>
<td>Q1</td>
<td>8</td>
</tr>
<tr>
<td>Q2</td>
<td>2</td>
</tr>
<tr>
<td>Q3</td>
<td>2</td>
</tr>
<tr>
<td>Q4</td>
<td>4</td>
</tr>
<tr>
<td>Q5</td>
<td>6</td>
</tr>
<tr>
<td>Q6</td>
<td>2</td>
</tr>
</tbody>
</table>

6. Proposed VM Placement Technique

Profitability-aware VM placement starts with cloud users who submit their VM’s demands (D) in one of the designated queues dynamically. Every queue is then sorted in decreasing order of the rental price offered in the demand vector. An entity called virtual machine dispatcher (VMD) fetches the front VM’s D vector from each queue and forwards it to its designated cluster. Every cluster has a nominated cluster-head (CH) which receives the incoming VM’s D vector and compares it with the resource availability vectors (A) of all the physical machines in the cluster. These availability vectors are updated by PMs and submitted to the cluster-head periodically. All the PMs, whose availability vectors (A) satisfy the incoming VM’s demand vector (D), are inserted in a candidate queue (CQ). CQ represents feasible PMs who can provide the service to the incoming VM comfortably. Now, the placement task is reduced to finding out the best possible PM among the chosen candidate PMs who can create the VM without unbalancing the cluster’s load. For this, the average load density (ALD) of a cluster is calculated after considering that the incoming VM is placed in one of the candidate PMs. Likewise the machine load density (MLD) of every candidate PM is also calculated after assuming that the incoming VM is placed on that PM. The method for calculating ALD and MLD is specified below.

\[
ALD(\text{of a cluster}) = \frac{\text{Total VMs Placed}}{\text{Total number of PMs in the cluster}}
\]

\[
MLD(\text{PM}_i) = \frac{\text{resources consumed on } \text{PM}_i \text{, after VM placement}}{\text{resources available on } \text{PM}_i \text{, after VM placement}}
\]

A candidate PM, whose calculated MLD is closest to its cluster’s ALD after placement, is chosen as the host for the incoming VM. Comparing MLD of candidate PMs with the cluster’s ALD ensures that placing VM on a host does not imbalance the overall load of the cluster. This step satisfies objective (ii) as mentioned above in section 4. Given below are the algorithms used in our proposed placement scheme.

**Algorithm 1: VM’s demand vector (D) submission mechanism in a queue**

1. for each (incoming VM’s demand vector D) do
   1. if(max(P,M,I/O)==P&&min(P,M,I/O)==I/O)
      enqueue(Q1, D)
   2. else
      if(max(P,M,I/O)==P&&min(P,M,I/O)==M)
        enqueue(Q2, D)

else
if(max(P,M,I/O)==M&&min(P,M,I/O)== P)
    enqueue(Q3, D )
else
if(max(P,M,I/O)==M&&min(P,M,I/O)== I/O)
    enqueue(Q4, D )
else
if(max(P,M,I/O)==I/O&&min(P,M,I/O)== P)
    enqueue(Q5, D )
else enqueue(Q6, D)
}
2. for each queue, sort in descending order of rental price, RP, offered in D.

Algorithm 2: VM forwarding mechanism performed by VMD. VMD retrieves the front VM’s D from each queue and forwards it to its designated cluster as
1. if(dequeue(Q1,D))
    forward D to C5
else if(dequeue(Q2,D))
    forward D to C3
else if(dequeue(Q3,D))
    forward D to C2
else if(dequeue(Q4,D))
    forward D to C6
else if(dequeue(Q5,D))
    forward D to C1
else forward D to C4

Algorithm 3: Selection of Candidate PMs in each cluster and subsequent VM placement, performed by CH
1. Calculate ALD (of each cluster) = Total Resources Utilized/Total Resources Available
2. foreach(incoming VM’s demand D)
do {foreach(PM’s availability vector A)
do {if(P<=PA&&M<=MA&&I/O<=I/OA)
enqueue (CQ, PM)
else discard PM   }
}
3. if(CQ has more than 1 PM)
   {foreach(PM in CQ)
do {/*Calculate MLD of PM after assuming VM placement*/
MLD(PM)=resources consumed/ resources available  }
if(|ALD-MLD(PM_i)|<|ALD-MLD(PM_j)|)
VM is placed on PM_i
else VM is placed on PM_j

/*i and j are subscripts for candidate PMs in CQ*/
elseif(CQ has only one PM )
place incoming VM on this PM
else discard VM /*indicating no suitable PM for placement in the cluster*/

Figure 4 below shows the time-line diagram of the above explained placement procedure.

7. Results and discussion
The simulation scenario of proposed VM placement technique consists of a cloud datacenter with 12 physical machines and 10 virtual machines. Resource demands of VMs for P, M and I/O range from 0 to 20 instances. Similarly, resources availabilities of PMs are ranging from 0 to 20 instances. The initial resources utilization of each PM is given and further after each VM placement it is calculated by subtracting D from A. A snapshot of the example considered for simulation is given below-

Fig 4: Timeline of the proposed VM placement technique
Figure 7 gives the individual number of VMs placed in each round of proposed VM placement technique. All the VMs are successfully placed in three rounds, with the placement distribution as 6, 3 and 1 in rounds 1, 2 and 3 respectively. Figures 8, 9 and 10 give resource utilization in each cluster for CPU, memory and I/O respectively before and after VM placements. As is evident from the figures, all the three resource types register a better utilization after applying the proposed placement.

The consumption of resources for each cluster is shown in Figure 11. It also shows the total resource utilization increments after a successful Virtual Machine placement. Figure 12 shows the total utilization of resources of each physical machine in the datacenter. One of the primary objectives behind devising this placement technique was to consume or use the datacenter’s resources in the best possible manner. As is evident from the figure 12 below, our claim of optimum resource utilization is successfully proved.
Figure 10 and 14 show the average load density per cluster and on each physical machine respectively. Our objective is to maintain a uniform load on physical machines in each cluster. From figure 14, we see that cluster 1 consisting of two machines, PM2 and PM11, have similar loads. Physical machines PM1, PM6 and PM7 belong to cluster 2 and they carry close loads if not same. All the machines in cluster 3, PM3 and PM8, share a similar load structure. Similarly, PM4 and PM10 in cluster 5 carry an even load if not equal. Please note that our aim was not to give equal load (in figurative sense) to each physical machine inside a cluster, instead we are trying to maintain a closer load density on each machine in a cluster, i.e., avoiding stark differences in the number of VMs or amount of resources consumed within a cluster. Figure 15 depicts the revenues earned by each cluster. It is also considered as profit for the cloud provider and is calculated in terms of the rental price offered by the user when his VM gets placed in a cluster. By categorizing PMs into clusters and VMs requests into queues, we have streamlined the entire placement procedure and followed the ‘divide and conquer’ strategy. This reduces the time required to place a VM on a PM, when compared to ‘first come first serve’ strategy of VM placement, as shown in figure 16. Figure 17 compares the total resource utilization between First-Fit and our proposed technique which is better than First-Fit in respect of placement of virtual machines.
8. Conclusion and Future Scope

VM place is an important issue in cloud datacenters. An efficient placement streamlines the cloud users’ tasks in the best possible manner which enhances the performance and serviceability of cloud computing. Related work on VM placement mostly revolves around packing technique and considers optimal resource utilization as their main objective. In the present research paper, in addition to efficient resource utilization, the proposed VM placement is also a ‘profit-aware’ technique which ensures that the VM offering the highest rental price in each queue gets the priority over others for placement. By using divide and conquer approach, our placement technique chooses a suitable host PM in such a manner that the cluster’s load is not disturbed. This, in turn, helps in reducing VM migrations and saves energy. Our proposed algorithm is compared with first-fit variant of bin packing and the obtained experimental results looks promising.

Future scope includes comparing the proposed work with other successful placement techniques. Also, dynamic clustering methods need to be looked upon to improve the performance of the proposed placement approach.
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